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Abstract

We report on climate projections generated by a simple model of climate change. The
model captures the effects of variations in surface solar radiation, using information over
the period 1959-2002 available from observational records from the Global Energy Bal-
ance Archive (GEBA), as well as increases in greenhouse gases on surface temperature.
The model performs well with respect to observational data, and is simple enough to ad-
mit a rigorous statistical analysis. This allows us to quantify the uncertainty associated
with estimated parameter values using observational data only. Our method immediately
leads to estimates with associated confidence intervals, which can be translated into con-
fidence intervals for climate projections. In particular, we construct probabilistic climate
projections using standard scenarios for carbon dioxide and sulphur dioxide emissions.
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1. Introduction

Changes in the concentrations of greenhouse gases and aerosols are the two most impor-
tant drivers of man-made climate change. Modeling the processes through which these two
variables affect our climate is therefore an essential ingredient of any climate model. Using
scenario analysis, these climate models are then used to provide policy makers with climate
projections, conditional on hypothesized changes in greenhouse gas and aerosol emissions.

Uncertainty plays an important role in modeling and projecting climatic change; see, for
example, Andreae et al. (2005), Stainforth et al. (2005), and Roe and Baker (2007). Given

a climate model, uncertainty about the parameter values leads to uncertainty in the implied
climate projections. While consensus exists on the values of some parameters, there is much
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uncertainty on many key parameter values, for example the value of climate sensitivity and
the aerosol effect; see, for instance, Schwartz et al. (2010) and Knutti and Plattner (2012).

Our aim is to formulate a climate model, which is simple enough to allow a rigorous statistical
analysis, but not so simple that it ignores key climate ingredients. The simplicity is essential
for our purpose, because it implies that we can estimate the parameters of the climate model
with conventional statistical methods. This has the advantage that we can quantify the uncer-
tainty associated with the estimated parameter values. In other words, we let observational
data tell us how confident we can be about the parameter values for our model, and how
well the model fits the data. We then translate this uncertainty into confidence intervals for
projections of future climate under various scenarios.

The starting point is a model recently proposed in Magnus et al. (2011) who attempted to
disentangle the counteracting effects on surface temperature of the observed reductions of
surface solar radiation and of increases of greenhouse gases. The parameters of this model
are estimated using observational data over the period 1959-2002 obtained from the Global
Energy Balance Archive (GEBA), and surface temperature and CO2 concentration data. In
order to conduct scenario analysis, we augment this model in two directions. First, we provide
carbon and aerosol models, linking emissions to concentrations. Second, we develop a model
that allows us to distinguish between model error and measurement error. We then estimate
the parameters in these models, quantify the uncertainty associated with the estimates, and
apply our model to typical climate scenarios.

The simplicity of the model allows us to quantify the uncertainty associated with estimated
parameter values using observational data only. As a consequence, our method immediately
leads to estimates with associated confidence intervals, which are translated into confidence
intervals for climate projections. In this way, our statistical approach differs from the proba-
bilistic approach employed by the IPCC; see Meehl et al. (2007). The latter approach makes
use of models, based on physical principles, that are more advanced and closer to reality. Such
advanced models are typically characterized by many parameters, and as such, too complex
to be estimated directly, solely on the basis of observational data. Instead, they have to
be validated using indirect methods using implied relationships, for instance, by confronting
model-based values of the climate sensitivity with empirical estimates of this quantity; see, for
instance, Knutti and Hegerl (2008) and references therein. Probabilistic climate projections
using advanced and complex models can then be obtained by varying the parameters over
such indirectly validated values. Our observationally-based approach can be seen as a direct
way to validate this procedure: our relationships, estimated (in-sample) using observational
data, are directly ‘extrapolated’ into (out-of-sample) climate projections, given typical cli-
mate scenarios. Finding substantial differences between the two approaches would require at
least that this difference is not caused by the indirect validation. However, our findings do
not invalidate the IPCC outcomes.

The remainder of this paper is organized as follows. The energy balance is discussed in
Section 2. In Section 3, we introduce uncertainty in the energy balance equation, leading
to a statistical model, and describe the data used to estimate this statistical model. In
Section 4 we decompose this uncertainty into process risk and measurement error. In Section 5
we provide a simple link between emissions and concentrations. This completes the model.
Section 6 briefly describes the three scenarios that we consider. Section 7 contains the results
of our scenario and validation analysis, and Section 8 concludes. A data appendix contains
additional information about the emission data used for estimating the link between emissions
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and concentrations proposed in Section 5.

2. The energy balance

Our starting point is the energy balance equation,

dTEMP;
C O —

=EB 1
dt ty ( )

where TEMP; denotes the surface temperature at time ¢ (measured in degrees Celsius), EB;
is the energy balance, ¢ the heat capacity, and dTEMP,/dt the derivative of TEMP; with
respect to time ¢. Decomposing the energy balance as in Wild et al. (2004), gives

EB; = SW2P + LW{ovn 4 LW} 4 SH; + LH; + GH; + My, (2)

where SW2Ps is the absorbed shortwave radiative flux, LWI°"™ and LW" are the downward
and upward longwave radiative fluxes, SH and LH are the sensible and latent heat fluxes, GH
is the ground heat flux, and M is the energy flux used for melt.

Wild et al. (2004) analyzed the change in energy fluxes over the period 1960-1990. For
their purpose it sufficed to consider the stationary perturbation surface temperature, so that
AEB,; = 0, where A denotes a change per unit of time: Az;y1 = 2441 — z;. In contrast, we
implement (1) using annual data from observational sites (which include measures of surface
solar radiation along with conventional synoptic weather information). We describe these
observational data in detail in the next section. To transform the energy balance equation to
annual changes in temperature we integrate (1) over a one-year period,

. /t“ dTEMP,,
' dr

t+1
dr = / EB, dr, (3)
t
leading to the approximation
¢ (TEMP;,; — TEMP,) ~ EB;. (4)

The approximation will be more accurate when we measure the energy balance EB; as a
one-year average, because seasonal effects are then balanced out, and this is what we shall do
in our empirical analysis. Assuming equality in (4), we write the equation in differences (over
one-year periods),

cATEMP:1 = AEB; + cATEMP;. (5)

We next specify the energy balance term AEB;. Given (2) and assuming that changes in the
ground heat flux GH; and the energy flux used for melt M; are negligible (Wild et al., 2004,
Table 1; Wild et al., 2008, Table 1), we obtain

AEB; = ANSR; + ASH; + ALHy,

where NSR denotes the net surface radiation

NSR = SWabs ¢ [ yydown 4 Tyyup,
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Following Magnus et al. (2011) we parameterize the terms in the net surface radiation equation
as

SWabs — (1 — a;)RADy,
LW — ) 4 a3 log(CO2;),
LW;lp = a4 + a5 TEMPy,
and this leads to
ANSRt = (1 — Oél)ARADt + agAlog(COQt) + O[5ATEMP1}. (6)

In these equations, RAD; stands for the solar surface radiation, that is the solar radiation
reaching the Earth’s surface (measured in Watts per meter squared), and CO2; stands for the
carbon dioxide concentration (measured in parts per million by volume). To close the model
we need to parameterize the latent and sensible heat fluxes. We shall assume that changes in
these fluxes are proportional to changes in the net surface radiation, that is,

ASHt == Oé6ANSRt, ALHt == Oé7ANSRt. (7)
Then, substituting (6) and (7) into (5), we find
ATEMP,.1 = BiATEMP; + $ARAD, + 334 log(CO2,), (8)

where the 3’s are linear combinations of the a’s.

3. The statistical model

For each site in our observational data set, we apply this model for every year for which data is
available. Because of neglected terms, approximation errors in the parametrization, and pos-
sible measurement errors, we allow for stochastic error terms, Aw;¢41, for each observational
site for each time period, and a time-specific temperature change A\;;; that is common to
all weather stations:

ATEMPZ',H_l = ﬁlATEMPLt + ﬂzARADLt + AAt—i—l + Aui7t+1. (9)

The time-specific temperature change depends on global average temperature, global average
surface solar radiation, carbon dioxide concentration, and an additive stochastic error term:

AMi11 = MATEMP; + 49 ARAD; + v3A log(CO2;) + mi41, (10)

where global averages are denoted by a horizontal line over the variable. This specification is
the same as Equations (10) and (11) in Magnus et al. (2011), though obtained via a different
route.

To estimate Equations (9) and (10), we collected monthly observations on three variables:

o temperature (TEMP), the average temperature in degrees Celsius (°C) at the surface
(the near-surface temperature), as expressed as anomalies from a base period (1960
1990). Source: Climatic Research Unit (CRU TS 2.1) at the University of East Anglia
in the UK (Mitchell and Jones, 2005), see http://www.cru.uea.ac.uk;
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e surface solar radiation (RAD), the amount of sunlight (‘global solar irradiance’) reaching
the Earth’s surface, measured in Watts per meter squared (Wm™2). Source: Global
Energy Balance Archive (GEBA) (Gilgen and Ohmura, 1999);

e carbon dioxide concentration (CO2), measured in parts per million by volume (ppmv).
Source: Mauna Loa Observatory (MLO) in Hawaii, see http://www.mlo.noaa.gov/

Data from the three sources are linked through their locations. The radiation data are in-
complete. We circumvent a potential sample selection problem by considering temperature
changes rather than temperature levels. We use annual data rather than monthly data to
avoid problems of seasonal adjustment. This provides us with N = 1337 observational sites
over a period of T' = 44 years (1959-2002).

The parameters are estimated using the generalized method of moments (GMM) approach
using appropriate moment restrictions, following Arellano and Bond (1991), Blundell and
Bond (1998), and Magnus et al. (2011). The resulting parameter estimates and their standard
errors are

ATEMP; 141 = 0.9063 ATEMP; ;4 0.0087 ARAD; j+ A1 + A gy
(0.0046) (0.0008) (11)

and

A)gy1 = —0.8235 ATEMP;+0.0614 ARAD;+10.6955 A log(CO2; )+ g4 1.
(0.1839) (0.0219) (2.3958) (12)

Averaging over (11) and combining with (12) then leads to

ATEMP,,1 = 0.0828 ATEMP,;+0.0701 ARAD;+10.6955 A log(CO2;)+ ne1
(0.1839) (0.0219) (2.3958) (13)

where we have assumed that Atg11 = 0. The estimates in (11) are much more accurate than
those in (12). There is not much loss, therefore, if we calculate the standard errors in (13)
based on the standard errors in (12) alone.

In the sequel we shall write (13) briefly as
ATEMP 1 = pg + 41, (14)

with u; representing the ‘systematic’ part, depending on lagged temperature, surface solar
radiation, and carbon dioxide concentration, and 741 the so-called ‘idiosyncratic’ part of the
average temperature change, that is the change in temperature not captured by the systematic
part.

4. Specification of 7

We wish to apply (14) to forecasting and scenario analysis. Since the uncertainty in our model
is driven by observational data, such a scenario analysis will give a realistic view of the degree
of uncertainty about future climate change. There are, however, two problems that need to
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be resolved before we can attempt this analysis. First, we need to specify how the errors
Ne+1 are generated. Second, inputs to the model are carbon dioxide concentration CO2 and
surface solar radiation RAD, while the scenarios are in terms of emissions of CO2 and SO2,
so we need a link between these emissions and the inputs to the model. We deal with each
issue in turn. The current section discusses the specification of the errors ny41, and the next
section proposes simple models which transform carbon dioxide emissions to concentrations
and sulphur dioxide emissions to surface solar radiation.

The idiosyncratic error term 7,41 in (14) consists of idiosyncratic process risk (representing
natural variations in the average temperature change not captured by the systematic part p)
and measurement error. We shall identify this measurement error, so that it does not enter
into our climate projections. To do so, we compare a time series based on our data set (the
CRU TS 2.1 series) to the global means of the CRUTEM3v data set (see Brohan et al., 2006).
These data sets overlap in terms of the basic temperature series, but are different in their
coverage and how they are constructed. The coverage of our data set is restricted to the 1337
observational sites in our data set, while the CRUTEM3v uses data on all observational sites
available for the period under consideration. To arrive at a global mean temperature, we use
a simple averaging method, while a more sophisticated algorithm was used for CRUTEM3v.
In terms of temperature differences there is no selection bias (see Magnus et al., 2011), but
there might be a difference in the measurement error of these two temperature series. We
therefore propose the following set-up, where the superscript C refers to the CRUTEM3v
temperature series:

ATEMP; 1 = g + M1 = fe + M5y q + €415
[ "
ATEMPy,y = pue + 131 = pe + M1 + €110

Here, 7;,; denotes the idiosyncratic process risk, and €41 and etqu represent the measure-
ment error in the temperature series used in the estimation procedure and the CRUTEM3v
temperature series, respectively. The systematic part p; and the idiosyncratic process risk
n;yq are the same for both temperature series, while each temperature series is assumed to
have its own measurement error.

Our aim is to retrieve the idiosyncratic process risk 7y, ;. We cannot, however, retrieve three

error terms (n;, 1, €141, etqu) from two observed temperature series. Therefore we propose, in
addition, that the two measurement errors are proportional, that is,

c
€41 = X €41,

for some fraction f, constant over time. Given f, we can identify (‘solve’) ;.

We choose f such that the sample correlation between the idiosyncratic process risk and the
measurement error vanishes in both series. The condition COV(n;,,€;11) = 0 leads to the
estimate f: 0.0826, so that

0y = 77tc+1 — [
1 71—f

The low value of fshows that the measurement error in the CRUTEMS3v temperature data
series is smaller than in the data that we use (the CRU TS 2.1 series). This is as expected, as
our data consist of just one of the series that are used for computing the CRUTEMS3v series.

= 1.0977 1 — 0.097,,4.
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Figure 1: Justifiability of the Ornstein-Uhlenbeck process

Given this estimated value of f, the total estimated variance of 741 (0.1589) is equal to the
sum of the estimated variance of 7 (0.0505) and the estimated variance of €.y (0.1084).

Now that we have data on the idiosyncratic process risk 7/, ;, we specify the underlying
process as follows. Following Majda at al. (2001), Vallis et al. (2004), and Padilla et al.
(2011), we model 7;, ; as an Ornstein-Uhlenbeck type process:
§ i
Aﬁfﬂ = —an; + G+1, Ger1 ~ (0702) . (15)
The dotted line in Figure 1 shows the regression for @ = —1.7582, restricted to the range
n; € [—0.2,40.2]. The figure also plots the nonparametric estimate of ¢ in

A"?ZJA = 9(77:) + Wi, E (wt+1\77f) =0,

together with the corresponding 95% uniform confidence band, where we apply Hérdle and
Linton (1994, eq. (29)), using the quartic kernel and bandwidth chosen according to Silver-
man’s rule of thumb with some undersmoothing. (Without this undersmoothing, the non-
parametric graph would be close to linear.) The nonparametric regression provides empirical
evidence in support of modeling the temperature error by means of an Ornstein-Uhlenbeck
type process. The resulting estimated variance of (311 is 32 = 0.0347. The subsequent results
are based on this model for the error process.

5. Emissions and concentrations

Climate scenarios are usually specified in terms of emissions, not in terms of concentrations.
For example, a scenario may prescribe a specific increase in carbon dioxide emissions or a
decrease in sulphur dioxide emissions. Our energy balance model (9)—(10) is formulated in
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terms of CO2 concentration and surface solar radiation. Hence, we need auxiliary models
that transform carbon dioxide emissions into carbon dioxide concentrations, and sulphur
dioxide emissions into levels of surface solar radiation. Although there are also, for example,
SRES CO2 concentration scenarios, we prefer to use our own transformations from emissions
to concentrations, in order to be able to quantify the uncertainties arising from the use of
observational data.

The auxiliary models presented in this section follow the general philosophy of the paper in
that they are simple models analyzed in a statistically rigorous way. They are sufficiently
simple that they can be estimated using conventional statistical techniques, so that we can
incorporate the uncertainty in the estimates of the model parameters in our climate projec-
tions. This allows us to use the augmented model to convert scenario data — CO2 and SO2
emissions — into probabilistic climate projections that take the uncertainty into account at
every step of the modeling process. The emission data used for estimation are described in
the data appendix.

We estimate a linear regression between the change in carbon dioxide concentrations (ACO2)
and CO2 emissions (CE):

ACO2; = 0.0993 + 0.2436 CE, + v;. (16)
(0.0404) (0.0521)

In addition, we estimate a linear regression linking global average surface solar radiation
(RAD) to aggregate SO2 emission (SE).

RAD, = 59.1272 — 15.4063 log(SE;)— 0.2872 (t — 1958) + wy (17)
(7.4184) (1.7954) (0.0169).

Equation (17) does not aim to provide a structural model for average surface solar radiation
in terms of aggregate SO2 emission. The equation simply represents an empirical link, based
on past data, for the purpose of transforming SO2 emission data into average surface solar
radiation data. We shall interpret the time trend as reflecting growth, which, measured by
world GDP in logarithmic terms, is very close to linear as a function of time. Growth likely
results in emissions not captured by SO2 emissions. These omitted emissions might affect the
surface solar radiation directly, like SO2 emissions, or indirectly, such as greenhouse gases,
including CO2, that influence the surface solar radiation via increasing cloud thickness, as
suggested by Tselioudis and Rossow (1994). For a review of the literature on the relationship
between aerosols (such as sulphur dioxide) and surface solar radiation, see Wild (2009). The
data used to estimate these models are described in the data appendix.

The energy balance model (9)—(10) resulting in (13), together with the error specification (15)
and the two auxiliary equations (16) and (17) constitute our augmented climate model. Its
performance is illustrated in Figures 2 and 3.

The left panel of Figure 2 describes the in-sample fit of the carbon model (16), while the
right panel of Figure 2 presents the aerosol-surface solar radiation model (17), with the level
of average surface solar radiation measured in Wm™2 in deviation of the average level of sur-
face solar radiation in 1959. The small circles are the actual observations, the solid curves
the in-sample forecasts (starting at the beginning of the sample), and the dashed curves are
uncertainty bands. We include both parameter and process uncertainty, using 5000 simula-
tions. In each simulation, parameters are drawn from joint asymptotic normal distributions,
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Figure 2: In-sample predictions for CO2 concentration, measured in parts per million by
volume (ppmv) (left panel), and surface solar radiation, measured in Watts per meter squared
(Wm~2), in deviation of the average level of surface solar radiation in 1959 (right panel).

representing parameter uncertainty, while the error terms are drawn from the corresponding
sample error distributions, representing process uncertainty. The dashed curves depict the
range of ‘likely outcomes’, based on these 5000 simulations. (In contrast to statistical prac-
tice, where 95% bands are typically used, the IPCC defines an outcome as ‘likely’ when it
falls within the 67% confidence band.) We conclude that our models describe the data with
sufficient accuracy.

— Model values
15 | X Observed values -
o Corrected values I

Temperature
o
(@) ]
1

T T T T T
1960 1970 1980 1990 2000

Figure 3: In-sample predictions for temperature, measured in degrees Celsius (°C), with the
temperature in 2002 set equal to 0.8 °C.

Further evidence is provided by Figure 3, which shows that the trends in the temperature
series are well captured by our simple model. The points denoted x are the observed values
and the small circles are the values corrected for measurement error. The solid line gives the
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in-sample fit and the dashed lines are 67% confidence bands. All curves are normalized so that
their in-sample mean coincides with the mean of the temperature series. The temperature
is measured with the pre-industrialization temperature set equal to 0 °C. On average, the
corrected measurements are closer to the model values, and both the observed and corrected
values are (broadly) within the 67% confidence band.

6. Scenarios

We now have an integrated model of climatic change, estimated its parameters, and verified
that the model provides a satisfactory description of the temperature series. Before we can
analyze scenarios in the next section, we need to decide which scenarios we wish to consider.

We shall consider three scenarios. First, a baseline model, denoted ‘00’, in which carbon
dioxide and sulphur dioxide emissions are kept constant at their end-of-sample values (2002).
The other two scenarios are publicly available IPCC scenarios (SRES) to facilitate comparison
between our projections and those of other modeling groups. The SRES scenarios that we
analyze are known as ‘A1T’ and ‘A1FT.

12 70 -
10 60 |
8 - 50
G 40
30
4 -
20 |
2 T T T T T T T T T T
1970 2000 2030 2060 2090 1970 2000 2030 2060 2090
CO2 emission SO2 emission
30
25 70
20 - 60 —
15 50
10 1
40
5 -
30

| | | | I | | | | |
1970 2000 2030 2060 2090 1970 2000 2030 2060 2090
CO2 emission SO2 emission

Figure 4: Emissions scenarios (top: A1T, bottom: A1FI) for CO2, measured in millions of
metric tons of carbon (left panel), and SO2, measured in metric tons of sulfur (right panel).
[Caption goes here]

Both scenarios are part of the Al storyline, which postulates rapid and continuing economic
growth, a global population that reaches around 9 billion in 2050 and then gradually declines,
and a rapid introduction of new and more efficient technologies. The main difference between
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A1T and A1FI is that A1T emphasizes the use of alternatives to fossil energy sources, while
A1FTI describes a world that intensively uses fossil energy sources. For more information about
the IPCC/SRES scenarios, see Nakicenovic and Swart (2000).

The SRES SO2 emission scenarios do not match the realization in the period 1990-2000.
A reversal of the trend after 1990 was already reported by Stern (2006). In particular,
the economic downturn in the former USSR and Eastern Europe after 1989 resulted in a
substantial reduction in SO2 emissions, and the SRES scenarios do not take this reduction
into account. If we were to use the post-2000 levels of the SRES scenarios without adaptation,
then a serious jump-off bias would result, compared to the actual in-sample values. For this
reason, we create adapted SRES scenarios which do not suffer from jump-off bias. We follow
the same strategy for the CO2 emission scenarios, although here the jump-off bias is much
less serious.

To illustrate the resulting emission scenarios, Figure 4 presents a time- series plot of the
carbon dioxide and sulphur dioxide emissions corresponding to scenarios A1T and A1FI. Our
resulting scenarios are similar to the original SRES scenarios, but adapted to the actual levels.
The emissions are quite different in the two scenarios. The carbon dioxide emission reaches a
maximum around 2040 in scenario A1T, but continues to increase in scenario A1FT during the
whole period, be it with some slowdown in growth after 2050. The sulphur dioxide emission
continues to decrease in scenario A1T after the drop in the 1990s, but in scenario A1FI the
emission first increases again until 2040, and then decreases to become more or less stable
from 2080 onwards.

To complete our scenarios, we also have to extrapolate the linear time trend in the empirical
surface solar radiation equation (17). Our interpretation of this time trend is economic growth
as measured by world real GDP. According to the SRES Al scenarios, world real GDP will
continue to increase more or less exponentially, so that its logarithm will increase more or
less linearly as a function of time. Thus we extrapolate the linear time trend in the empirical
surface solar radiation equation linearly by extending the linear in-sample trend.

7. Projections

We now present the results of our scenario analysis. Figure 5 projects the changes in carbon
dioxide concentration and surface solar radiation for scenarios A1T and A1FI. More precisely,
for scenario A1T, the top panel of Figure 5 presents the projections of the estimated car-
bon and aerosol-surface solar radiation models (16) and (17), resulting from the emissions
illustrated in the top of Figure 4, together with the time trend in the empirical surface solar
radiation equation, extrapolated linearly. The bottom panel of Figure 5 provides the projec-
tions for scenario A1FI, based on the bottom panel of Figure 4. The dashed lines correspond
to 67%-confidence intervals, taking into account both parameter and process uncertainty.

The uncertainty is more pronounced as we move forward in time, exactly as one would expect.
The conversion from CO2 emissions to CO2 concentration is slow, which is why the resulting
graphs are smoother than their inputs. The decrease in CO2 emission after 2040 in the A1T
scenario results in a slowdown of CO2 concentration growth. In the A1FI scenario the growth
in CO2 concentration speeds up over time. The surface solar radiation patterns follow the
SO2 patterns closely, but with a downward trend over time due to the extrapolated linear
time trend, reflecting continuous economic growth as measured by GDP (see also section 5,

11
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Figure 5: Projections (top: A1T, bottom: A1FI): CO2 concentration, measured in parts
per million by volume (ppmv) (left panel), and surface solar radiation, measured in Watts
per meter squared (Wm~2), in deviation of the average level of surface solar radiation in
1959 (right panel).

where we link economic growth to emissions not captured by SO2 emissions).

10 10 10
g A o o 87
=} > =]
g6 & 8 67
£ .
Q@ 2 2 @ 2

0 - 0

| T T T T T T T T T T T
2010 2040 2070 2100 2010 2040 2070 2100 2010 2040 2070 2100

Figure 6: Temperature projections: 00 (left), A1T (middle), and A1FI (right). Temperature
is measured in degrees Celsius (°C), with the temperature in 2002 set equal to 0.8 °C.

Figure 6 presents our probabilistic temperature projections for the three scenarios 00, A1T,
and A1FI. The solid curve shows the temperature forecast (mean over 5000 simulations),
while the dashed curves represent the range of likely outcomes (the 67%-confidence interval),
accounting for both parameter and process uncertainty. The temperature is measured with
the pre-industrialization temperature set to zero.
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Without any change in the inputs (scenario 00, left panel), the mean temperature in 2100 (av-
eraged over all scenarios) lies around 3.1 °C, and the likely range is (1.9°C, 4.4°C). Keeping
the emissions at their end-of-sample values results in a continuing increase of CO2 concen-
tration, which has a positive effect on temperature, while a constant SO2 emission level does
not result in an extra reduction (apart from the time trend) in average surface solar radiation
according to our empirical relation (17), and thus no extra negative effect on temperature.
The net effect is an increase in temperature.

In scenario A1T (middle) we project a temperature increase in 2100 of about 5.7°C, with
a likely range of (4.3°C,7.0°C). CO2 emissions are higher than in scenario 00, resulting in
higher CO2 concentration and higher temperature. At the same time, the decreasing SO2
emission levels result in only moderate changes in surface solar radiation, corresponding to
only moderate changes in temperature. The net effect is a stronger temperature increase than
in scenario 00.

The results for scenario A1FI (right panel) are based on CO2 and SO2 emissions that are
higher than in scenario A1T. Higher CO2 emissions positively affect temperature, and this
detoriates the cooling effect of the increase in SO2 emissions. The resulting temperature
increase in 2100 is higher than for A1T, around 8.9°C, with likely range (7.2°C, 10.7°C).

Temperature

T T T T T
600 700 800 900 1000
CO2 concentration

Figure 7: Projections of likely temperature and CO2 concentration combinations (left: A1T,
right: A1FI). Temperature is measured in degrees Celsius (°C), with the temperature in 2002
set equal to 0.8 °C. CO2 concentration is measured in parts per million by volume (ppmv).

In Figure 7 we complement the projections of Figure 6 by presenting the joint 67%-confidence
set for CO2 concentration and temperature. We distinguish between process risk (green),
parameter risk (blue), and combined risk (red). The lower-left confidence set corresponds to
scenario A1T, and the upper-right confidence set to scenario A1FI. The process risk (green
areas) is more or less of the same size in both cases. But the higher input levels in scenario
AT1FI generate substantially more parameter risk than in scenario A1T, resulting in a much

13
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larger 67%-confidence set. This is particularly so in the CO2 concentration dimension.

Compared to Solomon et al. (2007, Chapter 10) we find similar levels in CO2 concentrations,
but higher temperature increases in both scenarios A1T and A1FI. Focusing on temperature,
we do find similar lengths of the likely ranges. For scenario A1T, Solomon et al. (2007) report
a warming of 2.4°C with a likely range of 2.4°C (following from the interval (1.4°C, 3.8°C)),
versus a likely range of 2.7°C in our case, and for scenario A1FI they report a warming of
4.0°C with a likely range of 4.2°C (following from the interval (2.4°C,6.4°C)), versus a likely
range of 3.5°C in our case. Thus, the degree of uncertainty in our projections is comparable
to Solomon et al. (2007). The IPCC presents indirectly validated multi-model outcomes,
whereas our outcomes can be seen as a direct outcome based on statistical confidence sets,
given our statistical model. This suggests that from our statistical perspective sufficient
uncertainty is incorporated in the IPCC scenarios. In this sense, our results validate the
IPCC outcomes.

However, we find higher temperature projections than the IPCC, although the results are
not directly comparable, because Solomon et al. (2007) report the forecasted temperature
change during the ten years 2090-2099 relative to 1980-1999, while we report the end-of-
period (that is, in the year 2100) temperature relative to the pre-industrialization temperature
level. But even when we correct for these differences, our projected temperature levels remain
substantially higher. Perhaps the reason is that our simple statistical model is too simple, by
ignoring important forces, such as self-regulatory mechanisms in the climate system, which
are incorporated into the more advanced models employed by the IPCC. On the other hand,
our more alarming empirical findings are not without support. A study by Rahmstorf et al.
(2007), for example, indicates that (up to 2006) an aerosol cooling smaller than expected
might be a possible cause of a realized warming in the upper part of the range projected by
the IPCC. In our study we do incorporate lower levels of SO2 emissions, yielding less aerosol
cooling, in line with these empirical findings.

Our temperature projections are thus located on the edge of the IPCC range; they are not in
conflict with the IPCC outcomes. For scenario A1T our 95%-confidence interval (for the year
2100, relative to the pre-industrialization temperature level) is given by (3.4°C,8.1°C), and
in scenario A1FT it is given by (5.5°C,12.8°C). Thus, using 95%-confidence intervals (and
correcting for the differences in reporting), there is substantial overlap with the results by
Solomon et al. (2007).

8. Conclusions

In this paper a simple model of climate change was presented —simple enough to allow
rigorous statistical analysis. The analysis consisted of quantifying the uncertainty associated
with projections of future climate change. We introduced our model, presented the parameter
estimates, and showed that our simple model describes historical climate change well. Then
we used the model to generate predictions of future climate change and, most importantly, we
quantified the uncertainty associated with these predictions, distinguishing between process
and parameter risk.

For the scenarios considered (the SRES scenarios A1T and A1FI), our model predicts an
increase in temperature above the best guess in the most recent IPCC report (Solomon et
al., 2007). However, given the range of uncertainty around our projection (quantified by
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95%-confidence intervals), the IPCC projections are not ruled out. We also find, in our single
model, that the uncertainty range due to parameter and process uncertainty is of the same
order as the uncertainty range reported in Solomon et al.’s (2007) multi-model projections,
with the empirically-based parameter risk being the dominant source of risk. One application
of our statistical analysis is therefore to serve as empirical validation of the multi-model
approach employed by the IPCC, which only allows for an indirect validation. Another
application would be to obtain a quick, first impression of climate change consequences,
including the corresponding uncertainty, under alternative scenarios.
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Appendix: Emission data

We use global data on carbon dioxide emission and sulphur dioxide emission. CO2 emissions
are measured in millions of metric tons of carbon, while SO2 emissions are measured in metric
tons of sulfur. For CO2 emissions we use data over the years 1959-2002 from the Carbon
Dioxide Information and Analysis Center (CDIAC), available at the website

http: //cdiac.ornl.gov/aboutcdiac.html.
For SO2 emissions we use data over the years 1959-2000 from David Stern’s website
http: //www.sterndavidi.com/datasite.html.

Data over the years 2001 and 2002 are lacking. For this reason, we estimated and applied (17)
twice: once using only the available data 1959-2000, and once using these data extended by
assuming that our SO2 emission data in 2001 and 2002 have the same growth as the growth
of the “grand total” SO2 emissions of EDGAR v4.1. Both outcomes are quite similar. In
the main text we use and report the second case only. The source of the EDGAR v4.1 data
is: European Commission, Joint Research Centre (JRC)/Netherlands Environmental Assess-
ment Agency (PBL). Emission Database for Global Atmospheric Research (EDGAR), release
version 4.1, with corresponding website

http://edgar.jrc.ec.europa.eu, 2010.
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